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Abstract—Recent evidence has revealed that Sharing Economy
platforms such as Uber, Airbnb, and TaskRabbit, have become
active hubs for digital discrimination. This new form of discrim-
ination refers to a phenomenon where a business transaction is
influenced by race, gender, age, or any other non-business related
characteristic of providers or consumers. Existing research often
tackles this problem from a socio-economic and regulatory
points of view. However, the research on the design aspects of
Sharing Economy software, which enable such complex socio-
technical problems to emerge online, is still underdeveloped. To
bridge this gap, in this paper, we propose a new perspective on
digital discrimination, tackling the problem from a Requirements
Engineering point of view. Specifically, we analyze a large dataset
of online user feedback as well as synthesize existing literature
to identify and classify pervasive discrimination concerns in the
Sharing Economy market. Based on this analysis, we devise a
crowd-driven domain model to represent these concerns along
with their relations to the functional features and user goals of
Sharing Economy platforms. This model is intended to provide
requirements engineers, working on Sharing Economy software,
with systematic insights into the complex types of socio-technical
problems that can emerge in the operational environments of
their systems.

I. INTRODUCTION

Earlier adaptations of Sharing Economy can be traced back
to the early days of the Internet. eBay and Craigslist, both
launched in 1995, are prominent examples of platforms that
facilitated a collaborative P2P circulation of services and
assets. However, the real proliferation of Sharing Economy
can be attributed to mobile technology. Using mobile apps as a
mediator, services such as Uber, Airbnb, and TaskRabbit were
able to penetrate the mainstream culture, enabling consumers
to sell, rent, swap, lend, and borrow services and assets at
unprecedented scales. According to PwC—the multinational
professional services network—Sharing Economy is projected
to grow from 15 billion U.S. dollars in 2014 to close to 335
billion U.S. dollars by 2025 [1].

Sharing economy presents opportunities for unemployed, or
partially employed, individuals to find employment, generate
extra income, increase reciprocity, and access resources that
are unattainable otherwise [2]. Despite these proven benefits,
recent research has revealed that Sharing Economy solutions
tend to be significantly less effective between minorities [3],
[4], [5]. Specifically, minority individuals engaging in Sharing
Economy are often subject to different forms of discrimination

that negatively influence the outcome of their business trans-
actions. For instance, a recent study of ridesharing services
found that black riders using Uber waited 30% longer to be
picked up [3]. Another study on P2P lodging reported that
non-black Airbnb hosts were able to charge 12% more than
black hosts [4].

The lion share of existing research on digital discrimina-
tion is focused on exploring the social, economic, and legal
underpinnings of the problem [3], [4], [6], [7], [8], [9]. In
software engineering research, the problem is often tackled
after-the-fact, where researchers are mainly concerned with
formally describing, measuring, and testing for discrimination
in existing software [10], [11]. However, an important aspect
of the problem is often ignored. This aspect is embodied in the
underlying system design decisions which allow established
off-line patterns of discrimination to flourish on-line [6], [8].
To bridge this gap, in this paper, we propose a new perspective
on digital discrimination, studying the problem through the
lens of Requirements Engineering (RE). Our long-term goal
is to develop data-driven software design solutions that can be
utilized to mitigate concerns of digital discrimination in the
Sharing Economy market. The impact of this research will
extend to the entire population of Sharing Economy users by
targeting barriers holding back minorities, and individuals in
marginalized communities, from engaging in P2P economy
activities. To achieve our research goals, in this paper, we:

• qualitatively analyze a large dataset of user feedback,
collected from the Twitter feeds of eight popular Sharing
Economy platforms. Our objective is to examine the
distribution and types of digital discrimination in the
online feedback of users of Sharing Economy platforms.

• synthesize existing research on digital discrimination in
Sharing Economy. Our objective is to identify further em-
pirical evidence on the different types of discrimination
concerns typically raised in online user feedback.

• propose a conceptual crowd-driven domain model to
represent the synergies and trade-offs between concerns
of digital discrimination and the functional features and
user goals of Sharing Economy platforms. This model is
intended to provide Sharing Economy developers with in-
depth insights into the complex realities of their ecosys-
tems at an early stage of the software lifecycle.



The remainder of this paper is organized as follows. Sec-
tion II provides a background on digital discrimination and
justifies the need for our perspective. Section III describes
our data collection and analysis process. Section IV proposes
a domain model for representing digital discrimination in
Sharing Economy. Section V describes a roadmap of future
research. Section VI addresses the limitations of our work.
Finally, Section VII concludes the paper.

II. BACKGROUND AND MOTIVATION

Discrimination, as a general term, refers to cases where
“members of a minority group (women, blacks, Muslims,
immigrants, etc.) are treated differentially (less favorably)
than members of a majority group with otherwise identical
characteristics in similar circumstances” [12]. In the online
world, digital discrimination describes an outcome of an
online business or service transaction that is influenced by
participants’ gender, race, age, or any other characteristic that
is not directly related to the nature of the transaction. In
traditional economy markets, discrimination is countered by
imposing anti-discriminatory laws. For instance, in the United
States, the Civil Rights Act of 1964 guarantees equal treatment
of customers in public accommodations such as hotels or rental
property. However, in the online world, discrimination takes a
different form, often difficult to detect.

A. Background and Existing Work

A growing body of research has exposed a serious dis-
crimination problem impacting some of the most popular
Sharing Economy platforms nowadays. Edelman et al. [4]
examined racial discrimination on Airbnb. The authors created
guest accounts with canonical African-American and white
names. A large number of messages were sent to random
hosts inquiring about the availability of their places. The
results showed that white guests were accepted 50% of the
time, compared to 42% of typical African-American ones.
Discrimination in the lodging business was also reported
against members of the LGBT community. For example, Ahuja
and Lyons [13] analyzed host responses to LGBT accounts
in Airbnb. They found that discrimination against male-male
pairs existed; hosts were more likely to not reply at all rather
than replying “no” to male-male pairs inquiring about room
availability.

Similar patterns of discrimination were observed over
ridesharing platforms. Ge et al. [3] hired research assistants
(RA) of different racial backgrounds to request UberX rides.
The authors found that the waiting times for African-American
RAs were significantly longer. In addition, more cancellations
against African-American riders were observed than their
white counterparts. Moody et al. [14] surveyed 1,100 users of
UberPOOL and Lyft in order to find the social and economic
factors that were prevalent in discriminatory practices. The
findings suggested that white passengers that lived in predom-
inantly white communities were more likely to discriminate
against other passengers of other races.

Digital discrimination was also observed in less popular
domains of Sharing Economy, such as freelancing. Hannak
et al. [5] analyzed worker profiles on TaskRabbit and Fiverr.
The reviews of each worker were extracted from their profiles
and their gender and race were identified using their pictures.
Using regression models, the authors found that there was a
significant bias against white women on TaskRabbit and black
men on TaskRabbit and Fiverr. In addition, black men often
received lower rating scores than other workers with similar
attributes. In another study, Foong et al. [15] collected self-
determined hourly bill rates from the public profiles of 48,019
workers in the United States (48.8% women) on Upwork, a
popular P2P freelancing platform. The authors found that key
offline inequalities in pay also existed on Upwork. The median
woman on Upwork requested only 74% of what the median
man requested in hourly bill rate.

B. Motivation and Perspective

Our brief review shows that digital discrimination in Sharing
Economy marketplaces is often studied from socio-economic
or regulatory perspectives. In such studies, researchers seek
to understand the social aspects of digital discrimination,
determine its economic impact on individuals and societies,
and introduce legislation to combat this phenomenon and
counter its impacts [2], [8], [16], [17].

In software engineering research, digital discrimination, as
a research problem, is often tied to the problem of software
fairness. The goal of this line of research is to propose formal
methods for quantifying discrimination and bias in software
and develop algorithmic solutions for fairness testing and
preservation, especially in Machine Learning systems where
the data can be inherently biased [10], [11], [18], [19], [20].
However, these solutions often ignore the design decisions of
the system, reflected in its internal set of functional and non-
functional features which enable various established forms of
discrimination to flourish in the operational environment of
the system.

To bridge the gap in existing research, in this paper, we
present a first-of-its-kind RE perspective on digital discrimina-
tion. This perspective is captured through a domain model that
is constructed using popular requirements modeling notations.
Models provide a framework for explicitly describing abstract
salient concepts in a specific domain and formally reasoning
about these concepts in order to create new knowledge [21].
Once domain knowledge is modeled, it can be preserved,
communicated, and effectively used to instantiate and sustain
innovation [22], [23]. In the context of RE, domain models
are intended to provide concise and abstract representations of
complex worlds through a smaller set of well-defined model
components along with their relations (synergies and trade-
offs) [24]. Our expectation is that a domain model would help
software developers to understand the complex dynamics of
their ecosystem, and thus, come up with design strategies that
can mitigate discrimination concerns in their Sharing Economy
systems.



III. DATA COLLECTION AND QUALITATIVE ANALYSIS

Existing research on digital discrimination relies on direct
user surveys (questionnaires and interviews) and field studies
to identify discrimination concerns among Sharing Economy
users [4], [5], [13]. However, these data collection methods
are extremely costly, and the sample size, or response rate, are
often limited by factors such as the geographical area covered,
number of subjects surveyed, and number of platforms studied.
To overcome these limitations, in our research, we propose
to exploit the social media platform Twitter, as a source of
online software user feedback. Previous work showed that
Twitter has become a very active channel of communica-
tion between software developers and their end-users [25].
This can be particularly observed when the problem is of
a social nature. For example, a search for discriminate
AND (Uber OR Airbnb) returns tweets sighting incidents
of discrimination over these platforms. In fact, the hashtag
#AirbnbWhileBlack has become the main place for reporting
and highlighting potential racial bias on the rental app Airbnb.
In what follows, we describe our data collection and analysis
process in greater detail.

A. Scraping Twitter Data

To conduct our analysis, we collected tweets related to
eight main players in the Sharing Economy market. These
systems cover the domains of ridesharing (Uber and Lyft),
lodging (Airbnb and Couchsurfing), food delivery (Doordash
and UberEats), and freelancing (TaskRabbit and Fiverr). Our
data collection process extended over the period of two full
months, from November 1st to December 31st, 2019.

The data was collected using the Twitter Search API,
considering only English tweets that contained the names of
any of the eight systems included in our analysis. In total,
667,806 tweets were collected. Fig. 1 shows the number of
tweets collected for each system1.

B. Data Analysis

The main task after collecting our dataset is to locate
our specific tweets of interest (discrimination related tweets).
Several automated solutions have been proposed in the RE
literature for mining Twitter data [25]. However, the majority
of these solutions are proposed to classify tweets into generic
maintenance tasks, such as feature requests and bug reports,
with limited support for detecting issues of special nature, such
as discrimination [26], [27]. In fact, finding such specific issues
in large amounts of Twitter data has been described as finding
a needle in a haystack [26].

To overcome this problem, in our analysis, we follow
a snowballing approach. Snowballing is a commonly used
strategy for exploratory data collection. This strategy starts
with identifying an initial set of core strings (seeds) that are
used for the first search query. Once the initial set of artifacts
is located and examined, the search query is updated with
new relevant terms acquired from the set, and another round

1Data is available at https://seel.lsu.edu/data/re20.zip

of search is performed. The process continues until no new or
relevant artifacts are found. Snowballing is commonly used in
research as a reliable method for achieving high recall rates in
tasks such as systematic literature reviews (SLRs) [28], search
keyword identification [29], and Twitter data analysis [30].

To collect discrimination-related tweets, we began our
search with the seed discr, which is the stem of the word dis-
crimination. Stemming is necessary to count for the different
morphological variants of the word (e.g. discriminate, discrim-
inating, discriminated, and discrimination). In addition, the
stems bigot for bigotry and prejud for prejudice were included
since they often appear in English dictionaries as synonyms
for the word discrimination [31]. Based on these seeds, we
located our initial set of tweets.

Three researchers examined these tweets independently,
following a systematic coding process to classify them into
discriminatory and non-discriminatory tweets and to extract
keywords for the subsequent search query [32]. Specifically,
an initial meeting was held to discuss the common types of
discrimination in today’s society. Then, for each tweet, each
researcher had to answer three main questions a) does the
tweet describe a discrimination incident? b) what is the broad
type of the discrimination concern raised in the tweet? and c)
are there any other keywords that are strongly associated with
the identified concern?. The coding process was carried over
multiple sessions to avoid any fatigue issues and to ensure
the integrity of the data [28]. A meeting was then held after
the end of the coding phase to compile researchers’ answers
and to resolve coding issues. Such issues included conflicts
in the classification of some types of concerns and missing
discrimination-indicative words.

The set of identified keywords were picked based on how
likely they would indicate discrimination. For example, in the
tweet “... my argument is UberPool should be accessible for
all customers” the keyword discrimination was used with the
word accessible. Since the user is complaining about the lack
of accessibility, the stem accessib was included in the set of
indicator keywords for the next round of search. Extracted
indicator words were then used to expand the query and the
process was repeated for three rounds, until no more new
keywords/tweets were found. At the end of this process, 22
unique discriminatory words or phrases (e.g. service dog) were
extracted from the dataset. These words are listed in Table I.

It is important to point out that a large percentage of
returned tweets were excluded from the final dataset for a
variety of reasons. For instance, we did not include any tweets
that were not tied to a user’s general or specific experience.
For example, the tweet “Airbnb Works To Clean Up Its
Reputation For Racial Discrimination In New 3-Year Report
https://t.co/MRtHV07jjv” was not included because the tweet
was mainly publicizing a news article about discrimination
over Airbnb. Another type of excluded tweets included tweets
that were unrelated to discrimination to begin with. For
example, the tweet “@wjxt4 No, that’s the parents discretion”
was returned as a possible match due to the presence of the
stem discr from the word discretion, not discrimination.
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Fig. 1: The number of tweets collected for each Sharing Economy system during the data collection period.

TABLE I: The results of our snowballing analysis, showing the number of tweets (included), o classified as actual
discrimination-related concerns, after each round of snowballing.

Round Terms # of tweets collected (included)
Uber Lyft Airbnb CouchSurfing TaskRabbit Fiverr DoorDash UberEats

1st discr (discrimination), prejud (preju-
dice), bigot (bigotry)

280(22) 16(10) 104(21) 2(0) 0(0) 0(0) 8(6) 18(2)

2nd car seat, raci (racism, racist), race,
deaf, accessib, gender, disab (disability,
disable), service animal, dog, gay, sex
(sexism, sexist), lgbt, elder, wheelchair,
religi (religious, religion)

1816(127) 228(48) 470(59) 4(0) 9(1) 5(0) 157(11) 184(1)

3rd minor, handicap, trans, infant 126(0) 17(1) 8(4) 1(0) 1(0) 0(0) 7(0) 7(1)

C. Results

In general, four types of discrimination were detected in our
data: racism, sexism, ableism, and parental. These types can
be described as follows:

• Racism: Racism refers to any incidents of discrimination
that are based on the perceived ethnicity (race) of users.
Such concerns were observed in tweets such as ”@Airbnb
you have racist host users who deny stay to guests that
are not clearly white.”

• Ableism (Disability): Ableism is discrimination against
people with disabilities, or who are perceived to have
disabilities. Such concerns were observed in tweets such
as ”@DoorDash please tell your drivers to consider dis-
abled customers before telling them come out to retrieve
their orders. It’s highly offensive.”

• Sexism: Sexism is prejudice or discrimination based on
a person’s perceived sex or gender. Such concerns were
observed in tweets such as ”@gem zam @doxiebaby I
literally was refused an Uber 2 weeks ago b/c the driver
didn’t want a gay passenger. Many lgbtq can not hide
behind anything some can, and there is privilege in that,
but many if not most of us cannot.”

• Parental: these concerns refer to cases where a consumer
experienced discrimination due to being with a child.
For example, ”@Uber Support it’s really important my
account is opened. It’s the only way I have to travel
in Canada. Especially after I just gave birth! Is there

a discrimination over woman having infants? Of course
I have a car seat! But that sounds not the issue!!”.
Even though only few tweets were detected for this type,
we decided to categorize these tweets under their own
category.

• Other: under this category, we list any discrimination
concerns that did not fit any of the previous categories,
including tweets that reported discrimination incidents
without specifying exactly what type of discrimination
took place, such as “@Airbnb @AirbnbHelp Why close
my complaint on discriminatory behavior by host without
a proper resolution? After accepting payment, host can-
cels the booking on discriminatory grounds. Is this what
one has to expect from #AirBnB?.”

In terms of platforms, we observed that the ridesharing
services, Uber and Lyft, suffered from the most cases of
discrimination, followed by the lodging service Airbnb. In
fact, these results were expected given the popularity of these
services over other services such as Fiverr or Couchsurfing.
We also observed that food delivery platforms had instances
of discrimination, however, such tweets were not as common
as in ridesharing data. These observations suggest that user
data for these platforms should be collected over longer
periods of time in order to increase the chances of capturing
discrimination-related tweets. A breakdown of discrimination-
related tweets (number of tweets) per platform is provided in
Table II.



TABLE II: Number of discrimination tweets per each Sharing Economy platform.

Type Uber Lyft Airbnb Couchsurfing TaskRabbit Fiverr DoorDash UberEats

Racism 84 33 31 0 1 0 4 3

Ableism (Disability) 29 7 33 0 0 0 1 0

Sexism 24 15 11 0 0 0 5 0

Parental 3 1 0 0 0 0 1 0

Other 9 3 9 0 0 0 6 1

In summary, the results of the first phase of our analysis
show that discrimination concerns do exist and they often
get reported over social media. However, these concerns tend
to be scarce and buried within large amounts of irrelevant
tweets as well as vary in their quantity and intensity among
different platforms. For instance, given the commercial nature
of Sharing Economy platforms, their Twitter feeds tend to
be overloaded with spam. Furthermore, some of the popular
Sharing Economy services have become household names, or
even used as verbs (e.g., “Im going to Uber to work today”).
Therefore, isolating tweets that actually raise discrimination
concerns among these tweets that simply mention the name
of the service can be a very laborious task. We further noticed
that a large number of tweets were very brief in describing
incidents of discrimination with no details about the incident
(e.g. “My Uber driver mad sexist Jesus Christ”). This can be
attributed to the nature of Twitter as a micro-blogging service
that does not allow messages longer than 280 characters.

Finally, we observed that the majority of discrimination-
related tweets reported the experience of consumer (e.g.,
renters or riders), with only a small percentage reporting issues
from the service provider side (e.g., hosts or drivers). This
emphasizes the need for using other types of data collection
methods (e.g., surveys and field studies) in order to capture
the concerns of all types of users.

IV. A DOMAIN MODEL OF DIGITAL DISCRIMINATION

Our perspective is captured through a conceptual crowd-
driven model that represents concerns of digital discrimination
along with their relations to user goals and system features
in the different application domains of Sharing Economy.
According to Eric Yu [24], “conceptual modeling frameworks
aim to offer succinct representations of certain aspects of com-
plex realities through a small number of modeling constructs,
with the intent that they can support some kinds of analysis.”

A. Model Notation

To represent our model, we adapt the notation of the hybrid
domain modeling technique known as Feature-Goal Interde-
pendency Graph (F-SIG). F-SIGs enable a comprehensive
qualitative reasoning about the complex interplay between the
functional and non-functional features (softgoals) of a domain,
allowing developers to record design rationale and evaluate
different design choices early in the process [33]. In F-SIGs,
functional features are represented using a rectangle shape and
softgoals are represented using a cloud shape. The edges of

the graph represent the interrelationships among the softgoals
and features of the domain. These relationships are typically
represented as arrows accompanied with plus and minus signs
to indicate the type and direction of impact among softgoals
and features: (-) for hurts, (--) for breaks, (?) for
unknown or unresolved, (+) for helps, and (++) for
makes. To represent digital discrimination concerns (or anti-
goals), we add a new component to the diagram in the shape
of a shaded cloud. Furthermore, we slightly alter the semantics
of the F-SIG notations to fit our narrative. Specifically, we use
an arrow with an empty circle head (©) to indicate a mitigates
relationship (e.g., a certain feature mitigates a certain concern)
and an arrow with a crossed-circle head (⊕) to indicate a leads
to relationship (e.g., a certain concern leads to a certain action).
Our model along with our notations key is shown in Fig. 2.
In what follows, we describe our model generation procedure
along with its entities and their relationships in greater detail.

B. A Procedure for Model Generation

To generate our domain model, we use inductive reasoning,
specifically, we iterate through the classified tweets to identify
evidence points that could be used to establish our perspective.
This grounded-theory based approach [34] is commonly used
in RE research to interpret human-generated input in tasks
such as mining rationale from app store reviews [35] or resolv-
ing ambiguities during requirements elicitation sessions [36].
To build our model, we go through our list of tweets, iden-
tifying the list of user concerns, goals, and features as they
appear in the data. We further look for tweets connecting these
different components to establish their relations.

In addition to evidence found in the data, we seek any
empirical evidence in the literature related to digital discrimi-
nation in Sharing Economy. Such evidence is located using an
ad hoc (exploratory) literature review strategy. An exploratory
literature review starts by forming an initial search activity
using appropriate terminology as a search query with no pre-
defined research questions. The results of the search are then
iteratively used to add more terms to the query, explore more
venues, or more research groups. The process stops whenever
a sufficient evidence is located. An ad hoc literature review
does not guarantee scientific rigor as a systematic literature
review. However, for exploratory studies, it can be sufficient
to establish an initial perspective on the topic of interest
(e.g., [37]). To identify our related studies, we search digital
libraries using derivations of the following search query:
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Fig. 2: A suggested domain model of digital discrimination in the Sharing Economy market.

((Digital discrimination) OR discrimination OR racism
OR sexism OR ableism OR disability OR accessibility)
AND (ridesharing OR Uber OR Lyft OR Airbnb OR Couch-
surfing OR Doordash OR UberEats OR TaskRabbit OR
Fiverr OR (Sharing Economy) OR (gig economy))

Our search was conducted over Google scholars, the ACM
Digital Library, and IEEE Xplore. Papers were included in our
analysis if they were long (4+ pages), written in English, and
explicitly addressed an issue of digital discrimination over one
of our subject platforms.

C. Model Entities

F-SIG models have four main components, functional fea-
tures, user goals, user concerns, and their relationships. Gen-
erally speaking, a user concern (or anti-goal) can be defined as
any functional or non-functional behavior of the system that
might negatively impact its users experience or their overall
well-being [38]. In the context of our domain, user concerns
are mainly related to discrimination issues. These concerns are
shown in gray cloud shapes in our model (Fig. 2). Ableism
and parental discrimination are represented as one entity as
incidents of these two types of discrimination are frequently
accompanied with similar accessibility concerns or requests
for some sort of special accommodation (e.g., car seats).

D. User Goals

A user goal can be described as any abstract objective
that the system under consideration should achieve [39]. User
goals in Sharing Economy can range from economic growth
to building up social capital [2]. In our model, we identify
three main goals that are directly related to concerns of digital
discrimination. These goals can be described as follows:

• Trust: Trust is a key user goal in Sharing Economy [40],
[41]. The concept itself stems from the fact that conduct-
ing business transactions with strangers involves inherent
risk, therefore, providers and consumers at both ends of
the P2P connection need to establish a certain level of
mutual trust before a transaction can take place [42]. For
example, riders need some sort of trust before they can
get in a stranger’s car and hosts need to trust that guests
will not damage their property. Without such a minimum
level of trust, it can be hard for any Sharing Economy
business to flourish [43].
The relationship between trust, as a user goal, and
discrimination, as a concern, has long been established
in the literature [44], [45]. In general, any form of
discrimination leads to a decline in trust between users
and in the platform in general [46]. In fact, recent
evidence has identified the lack of trust as a main reason
for the poor participation of minorities, or users in dis-
advantaged communities, in Sharing Economy [2], [40],
[47]. Even though the word trust was rarely mentioned in
our discrimination-related tweets, the notion of trust was
common in the data, with tweets such as “As a black
person I know not to trust AirBnB as they had a problem
a few years back where racists would cancel the listing
or raise the rates when someone of color tried to rent.
It got so bad that there is a Airbnb type company for
people of color”. Given these observations, we establish
a hurts relationship between all forms of discrimination
and users’ Trust in the platform.

• Accessibility: Accessibility is a major user goal for
people with disability as well as parents. In general, user
accessibility complaints revolve around the services being
inaccessible or not being accommodating of their special



needs, such as the lack of accommodation for service
dogs or wheelchairs. These concerns appeared in tweets
such as “...I am a wheelchair user and unfortunately, the
host misrepresented the accessibility of their house...” and
“...The driver overcharged them because they had service
dogs...” In general, accessibility decreases concerns of
Ableism and Parental discrimination. Therefore, we es-
tablish a mitigates relationship between accessibility
and the concern representing these two types of discrim-
ination in the model.

• Safety: As mentioned earlier, Sharing Economy is in-
herently risky. Therefore, safety is another major goal
of Sharing Economy users [16], [48]. This user goal is
enforced through multiple functional features (users’ pic-
tures, names, ratings, cancellation, etc.) that are designed
to enhance the safety of the app for its users.

E. Functional Features

A functional feature can be defined as any tangible behavior
of the system. To build our model, we only include features of
Sharing Economy systems that are related, according to our
data, to digital discrimination, such as ratings, user profiles
(pictures and names), and canceling transactions. A major goal
of our domain model is to expose the synergies and trade-offs
between discrimination concerns and these features. To expose
such relations, we scan through our set of discrimination
tweets, looking for tweets that connect any functional features
to discrimination incidents. We further synthesize existing lit-
erature to seek evidence supporting or refuting our established
relations. The features present in our data are:

• Cancel: Cancellation is directly related (helps) to
safety, users can cancel a transaction if they do not
feel safe to receive of provide a service. In our data,
cancellation is the most common action associated with
discrimination incidents. Such incidents were detected in
tweets such as “So an @Uber driver cancels my trip
because I wasn’t physically able to walk and meet her”
and “I’ve now had four drivers cancel on me in a row
outside a gay venue @uber.” Given these strong signals
in the data, we assign a leads to relationship between
all types of discrimination and the feature Cancel.

• Refund: refund is often associated with service can-
cellation. This relationship appeared in tweets such as,
“@Uber doesn’t want to refund me for a racist driver
canceling my trip” and “.. the cabin refunded and can-
celed us when they found out about my service dog which
is very illegal, especially since it’s an Airbnb”. Therefore,
we assign a leads to relationship between Cancel and
Refund.

• Profile Picture: profile pictures are a necessity for safety.
Pictures of users are meant to reduce anonymity as well
as facilitate identification offline [43], thus, we establish a
helps relationship between Profile Picture and Safety.
However, profile pictures have been recently identified
as a main enabler of digital discrimination. Basically,
service providers or consumers can decline or cancel

a transaction based on the physical characteristics of
the other party as they appear in their profile pictures.
Concerns about pictures appeared in tweets such as
“@denvercoder I wouldn’t use AirBnB anyway because
they want a pictures of you. It’s none of their business
what race I am. The only reason I can see why they want
a photo is so people can discriminate based on race.”
In the literature, discrimination based on profile pictures
was observed by Ert et al. [43] who found that more
trustworthy-looking Airbnb hosts charged higher prices
for similar apartments. In a follow up study of 1,020
Airbnb listings, Jaeger et al. [49] reported that photo-
based impressions of hosts’ attractiveness significantly
influenced their rental prices. The authors also reported
that compared to white hosts, black hosts charged lower
prices for their apartments. In general, both studies
suggested that people were willing to pay more for a
similar apartment if the host was perceived to be more
attractive, trustworthy, or white in their profile pictures.
Based on these observations, a leads to relationship
is established between Profile Picture and concerns of
Racism and Sexism.

• Name: Similar to profile pictures, user names were also
found to be a main trigger of racial discrimination. Such
incidents were reported in tweets such as “speaking from
experience always keep a friend with a white-sounding
name close if you planning on getting an @Airbnb or
holla at @Uber in NYC anytime soon“. In the literature,
multiple independent field studies confirmed the link
between user name and discrimination. For instance,
Cui et al. [50] found that requests from Airbnb guests
with African American–sounding names were 19.2% less
likely to be accepted than those with white-sounding
names. Edelman et al. [4] reported that guests with
African American–sounding names were 16% less likely
to be accommodated relative to identical guests with
white-sounding names. In a field study, Ge et al. [3]
observed more frequent cancellations by Uber drivers
against passengers when they used African American-
sounding names. Given these observations, we establish
a leads to relationship between Name and Racism.
However, as mentioned earlier, more information shared
on the online platform about users is necessary for safety
reasons. Therefore, the relationship helps is established
in our model between Name and Safety.

• Rating: ratings and reviews, or reputation systems, are
commonly used in Sharing Economy platforms to estab-
lish trust [51], [52]. Users often resort to the provided
rating system to rank, often on a 1-5 star scale, their
experiences with other users (providers or consumers). In
our dataset, tweets about this feature often detected using
words such as star, rating, and review. In general, most of
these tweets described situations where users used lower
ratings to express their anger towards discrimination. For
example, “My Uber driver said you choose to be gay, so
why get offended if somebody says he doesn’t like you?



It’s just an opinion. 1 star rating mate” and “ ... and he
told her that she had to chill b/c his brother was gay, so
that kind of talk wasn’t going to be tolerated. She told
him she was gon give him 1 Star ...”. Based on these
tweets, we establish a leads to relationship between
concerns of discrimination and Ratings.
In the literature, ratings and reviews were found to help
countering discrimination. For example, in their field
experiment, Cui et al. [50] reported that positive reviews
posted on Airbnb guests’ pages significantly reduced
discrimination towards guests’ with African-sounding
names. Another study by Brown et al. [53] reported that
rider ratings may reduce proxy discrimination by drivers
who can use star ratings to infer how safe or considerate
a rider may be. Based on these observations, we add a
mitigates relationship between Rating as a feature
and concerns of discrimination.
On the flip side, several tweets in our data revealed that
rating systems could be abused. Some users reported
getting a negative rating based on discriminatory reasons.
Examples of such tweets included, “so not only was
my Airbnb host racist, but she left a false review about
me saying I threw a party in her Airbnb and broke
multiple rules” and “Wowwww I just read my review
for the Airbnb I stayed at In NY. My host was actually
racist asf!!!! Never doing @Airbnb again”. Furthermore,
ratings seem to be raising safety issues for some users
who reported being concerned about the ramifications of
leaving a bad review for other users, for example, “@Do-
orDash and @DoorDash Help one of your dashers is
harassing me after I gave him a bad review for being
racist and begging for a 5 star rating”. Based on these
data points, we establish in our model a unknown (?)
relationship between Rating as a feature and Safety as a
user goal.

• Reporting: Reporting refers to any feature that enables
users to report discriminatory behavior to the platform.
In general, people resort to reporting as a way of fighting
back discrimination or violations of anti-discrimination
policies. For example, in the tweet “@AskLyft Cool! This
will be my second report this month. It’s also my second
lyft ride this month. What is lyft doing to ensure their
drivers understand that accommodating service animals
is not optional”, the user reported Lyft drivers who
refused to accommodate their service animal in a clear
violation of Lyft’s service-animal policy2. Based on these
observations, we establish a leads to relationship be-
tween the different concerns of discrimination in our
domain and Reporting as a feature.

• Credit: in several incidents, users reported getting mon-
etary credit as a token of courtesy to re-establish trust
in the platform. However, the general feeling towards
this feature seems to be negative. This was reflected in
tweets such as “@DoorDash As a disabled person I

2https://help.lyft.com/hc/en-us/articles/115013080048

rely on sis for food ... I’m tired of having to struggle
to get to my lobby when delivery drivers don’t want
to come to door. I’m tired of minuscule credits when
providing feedback” and “... we’re sorry drivers don’t
care that you’re disabled, here’s $3 in credit for future
trips ...”. Based on these tweets, we establish a leads
to relationship between Reporting and Credit and a
hurts relationship between Credit and Trust.

F. User Suggested Features

In addition to the features discussed above, users in our data
also suggested multiple features to counter discrimination over
specific platforms. These features, represented using dashed
rectangles in our model, include:

• Special-Need: this feature appeared in a tweet of a dis-
abled person suggesting a handicap option for riders with
special needs, “@Uber why do you not have a handicap
option??? People in wheelchairs need #uber too.” Our
expectation is that this option could be useful in cities
where there is no special accommodation option, such as
Uber’s Wheelchair-Accessible Vehicles (WAVs). In fact,
declaring special-needs before booking (e.g., a baby seat,
wheelchair, or service dog) could minimize after-the-fact
cancellations such as when a driver cancels after they
arrive and realize the person is using wheelchair or with
a service dog. Given these observations, a mitigates
relationship is established between Special-Needs and
Ableism/Parental.

• Door Delivery: a tweet suggested that DoorDash should
add a feature for door delivery. This feature is intended to
make the app more accessible to disabled users “@Door-
Dash please add a door-delivery option to help disabled
customers who cant come out to retrieve their orders”.
Based on this tweet, a helps relationship is established
between Door Delivery and Accessibility.

• Choosing Driver Gender: an interesting suggestion by
some users is to have an option for selecting the gen-
der/race of the driver. The assumption is that this option
would minimize discrimination, for instance, “@Uber
can we pls weed folks out before you pick them up.
let me choose my driver’s gender. The point is that we
should all have options that make us feel comfortable
with”. However, other users are concerned that this option
would actually lead to more discrimination, for instance
“@Alt Deadpool @AskLyft @Uber Support I have a
problem with you choosing based on gender because its
sexist. Not to mention impractical business-wise because
women drivers represent UNDER 10% of drivers yet
50% of passengers. are you ready to pay double/triple
the fares for your gender-based employment discrimina-
tion”. Given these tweets, we assign an unknown (?)
relationship between the Choosing Driver Gender and
Sexism.



G. Validation

A summary of the primary studies included in our analysis,
the model entities they study, and sample tweets related to
these entities are shown in Table III. While our model provides
an initial overview of a domain at a very abstract level, it is
important to point out that it only reflects an instance that is
weighted based on the current analysis of the data. In other
words, our model is an incomplete first step to capture a
complex domain. These limitations stem from the fact that the
data input (a space of time on Twitter) is incomplete and the
literature review is ad-hoc rather than systematic. However, our
expectation is that more data (online feedback, direct surveys,
and evidence from the literature) will help us to identify
more domain entities as well as resolve their interdependency
relations, thus, enhance the completeness, correctness, and
consistency of the proposed model. A crowd-driven model
will enable app developers to better understand the main end-
user concerns in their domain of operation as well as identify
design tactics that can enhance their user goals and mitigate
their concerns.

V. ROADMAP

The perspective developed in this paper is a first step of a
long-term research plan that is aimed at addressing concerns
of digital discrimination in Sharing Economy. To achieve our
short and long term visions, our work will be extended along
the two following directions of future work:

• Data collection and analysis: Our data collection pro-
cess will be expanded in terms of time, scale, and source
of data. Specifically, discrimination-related data will be
harvested over longer periods of time, covering a very
broad range of Sharing Economy platforms. Our objective
is to study how different patterns of digital discrimination
change in terms of intensity and frequency over time
and over different application domains. Other sources of
online user feedback, such as app store reviews, will be
included in our analysis. In addition, a set of optimized
search queries (e.g., targeting active hashtags of digital
discrimination), text processing (e.g., spam filtering), and
systematic data coding techniques will be utilized to
enable further investigations of the problem.

• Extrinsic Evaluation: Extrinsic evaluation is concerned
with criteria relating to the model function, or role,
in relationship to its purpose (e.g., validation through
experience). To conduct such analysis, our generated
models will be provided to selected groups of Sharing
Economy software developers to be used as an integral
part of their development activities. Evaluation data will
be collected through surveys that will measure the impact
of such models on idea formulation and the success or
failure of handling discrimination concerns among the
end-users of these platforms.

VI. THREATS TO VALIDITY

The study conducted in this paper suffers from several
methodological constraints that might jeopardize the validity

of our findings. A main threat to the validity of our study stems
from the fact that our data was collected from Twitter and only
for a relatively limited period of time. A recent report by the
Pew Research Center has shown that most Twitter users rarely
tweet, and the most prolific 10% create 80% of traffic among
adult users. In the U.S., only 22% of American adults use
Twitter, and this segment tends to be younger, more highly
educated and wealthier than the general public. The report
also states that Twitter users are more likely to be sensitive to
issues of racial discrimination [54]. Twitter might also conceal
sampling bias given that the demographic of users (e.g.,
gender, age, and location) is unknown. However, as mention
earlier, our goal in this paper is to develop a preliminary per-
spective of the problem. Twitter, as a social media platforms, is
expected to provide a low-cost preliminary evidence given that
discrimination is inherently a social problem. Nonetheless, we
acknowledge the fact that data collected over longer periods of
time and from other channels of feedback, such as app store
reviews, online blogs, and direct user surveys, are necessary
to achieve a better coverage of the problem and eliminate
sampling bias, especially for smaller platforms that do not
typically receive a large number of tweets.

Furthermore, only a few popular Sharing Economy plat-
forms were considered in the analysis. This might generate
some external validity threats given that there are hundreds
of such platforms operating in different geographical areas.
In our analysis, we are interested in platforms operating in
large geographical areas with the biggest market share, thus,
we narrowed down the market to its most fit elements from a
user perspective. Popular platforms receive significantly more
crowd feedback in comparison to smaller platforms [55].
Furthermore, selecting mature platforms gives smaller and
newcomer platforms a chance to learn from the mistakes of
the big players in the market [56].

Another threat might stem from the fact that our review
of existing literature was exploratory rather than systematic,
focusing only on studies related to discrimination issues raised
in our tweets. However, the majority of these studies included
large scale field studies which were conducted using large
numbers of data points (e.g., users profiles, survey participants,
and experimental subjects). Therefore, we believe that our re-
view process was sufficient to provide a preliminary evidence
on our inferred model relations. Nonetheless, a systematic
literature review is still necessary to generate a more mature
preview of existing work.

Finally, the method for classifying our data and generating
our diagram relied on our own interpretation of the data. While
this method followed the general guidelines of grounded-
theory, some methodological compromises had to be made.
For example, the large size of our dataset and the extreme
sparsity of discrimination tweets prevented us from using
techniques such as random or stratified sampling to analyze
the data. Furthermore, subjectivity concerns could be raised
about our manual classification of discrimination tweets. These
concerns were partially mitigated by using three judges and
majority voting for conflict resolution.



TABLE III: Primary studies identified through our literature review and the model entities they relate to along with sample
tweets.

Primary Study Model Entity Sample tweet

[40], [41], [42], [43], [44], [45], [46], [47] Trust “As a black person I know not to trust AirBnB as they had a problem a few years
back where racists would cancel the listing or raise the rates when someone of
color tried to rent.”

[16], [48] Safety “@transportforall @Uber Can you remind us how many wheelchair accessible
vehicles #uber actually have? #london #blacktaxi are 100% wav. Disgraceful
and extremely irresponsible of you to advertise #uber considering their serious
safety issues.”

[43], [49] Profile Picture “@denvercoder I wouldn’t use AirBnB anyway because they want a pictures of
you. It’s none of their business what race I am. The only reason I can see why
they want a photo is so people can discriminate based on race.”

[3], [4], [50] Name “speaking from experience always keep a friend with a white-sounding name
close if you planning on getting an @Airbnb or holla at @Uber in NYC anytime
soon“.

[50], [53] Rating “My Uber driver said you choose to be gay, so why get offended if somebody
says he doesn’t like you? It’s just an opinion. 1 star rating mate”

VII. CONCLUSION

In this paper, we developed an RE perspective of the prob-
lem of digital discrimination in Sharing Economy. Our per-
spective is captured through a conceptual domain model which
was generated based on analyzing online user feedback and
synthesizing existing empirical evidence. Our model provides
a first-of-its-kind conceptual understanding of the problem,
including the main concerns of discrimination along with
their interactions with the user goals and functional features
of the different Sharing Economy platforms. Based on our
model, we proposed a research agenda aimed at establishing an
interdisciplinary effort for understanding and mitigating issues
of digital discrimination in the Sharing Economy market.
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