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Abstract—Recent research has exposed a serious discrimi-
nation problem affecting applications of the Digital Sharing
Economy (DSE), such as Uber, Airbnb, and TaskRabbit. To
control for this problem, several DSE apps have crafted a new
form of usage policies, known as non-discrimination policies
(NDPs). These policies are intended to outline end-users’ rights of
equal treatment and describe how acts of bias and discrimination
over DSE apps are identified and prevented. However, there is
still a major knowledge gap in how such non-code artifacts can
be formulated, structured, and evolved. To bridge this gap, in this
paper, we introduce a first-of-its-kind framework for analyzing
and evaluating the content of NDPs in the DSE market. Our
analysis is conducted using a dataset of 108 DSE apps, sampled
from a broad range of application domains. Our results show
that, a) most DSE apps do not provide a separate NDP, b)
the majority of existing policies are either extremely brief or
combined as sub-statements of other usage policies, and c¢) most
apps do not provide a clear statement of how their NDPs are
enforced. Our analysis in this paper is intended to assist DSE app
developers with drafting and evolving more comprehensive NDPs
as well as help end-users of these apps to make more informed
socioeconomic decisions in one of the fastest growing software
ecosystems in the world.

Index Terms—Digital Discrimination, Sharing Economy, Pol-
icy, Non-code artifacts

I. INTRODUCTION

The Digital Sharing Economy (DSE) refers to a sustain-
able form of online business exchange that is built around
sharing assets and resources rather than transferring their
ownership [1]. Over the past decade, applications of DSE,
such as Uber, TaskRabbit, and Airbnb, have caused major
disturbances in established classical markets, enabling people
to exchange and monetize their underused (or idle) assets and
skills at an unprecedented scale [2]-[4]. As of today, there
are thousands of active DSE platforms, operating in a market
sector that is projected to grow to close to 335 billion U.S.
dollars by 2025 [3].

The unique form of Peer-to-Peer (P2P) exchange that DSE
platforms have enabled has been linked to significant lev-
els of economic growth, especially in communities at the
lower end of the economic ladder, helping unemployed and
partially employed individuals to generate income, increase
reciprocity, and access resources that are unattainable other-
wise [1[], [4], [6]-[8]. However, recent research has exposed a
serious discrimination problem affecting these platforms [9]—
[11]]. Discrimination, as a general term, refers to cases where
“members of a minority group (women, Blacks, Muslims,

immigrants, etc.) are treated differentially (less favorably)
than members of a majority group with otherwise identical
characteristics in similar circumstances” [[12f]. In the context
of DSE, discrimination (also known as digital discrimination)
refers to a phenomenon where an online business transaction
is influenced by race, gender, age, or any other non-
business related characteristics of receivers or providers.
This phenomenon is mainly facilitated by the P2P connection
initiated between DSE users, encouraging different forms of
established bias (e.g., racism, sexism, and ableism) to transfer
online [4]], [9]-[11]]. In traditional economy markets, discrimi-
nation is countered by imposing anti-discriminatory laws [13]].
For instance, the U.S. Civil Rights Act of 1964 guarantees
equal treatment of customers in public accommodations, such
as hotels or rental property. However, in the cyberspace,
discrimination takes a different form that is often difficult to
detect and deter.

In response to discrimination concerns, DSE developers
have started rolling out a new form of policies for addressing
potential issues of discrimination affecting their apps. A policy,
in general, serves as a legally binding contract between apps
and their end-users [14]. For instance, popular app market-
places demand apps to provide a privacy policy to specify
the types of information they collect about their users and
outline how such information is being used, protected, and
shared [14]. Similarly, non-discrimination policies (NDPs) are
expected to determine the app’s stance on discrimination and
outline how acts of discrimination over the app are identified
and handled. Privacy policies have received significant atten-
tion in the Software Engineering literature [15], [16]]. This
line of research aims to assess the quality of privacy policies
as well as gauge best practices for drafting them. However,
there is a widespread lack of knowledge about how NDPs can
be structured. This can be attributed to the fact that NDPs
are non-code artifacts. Creating and evolving such artifacts
about a complex socio-technical phenomenon such as digital
discrimination often fall outside of developers’ expertise.

To address this knowledge gap, in this paper, we develop
a framework for systematically analyzing and evaluating the
content of NDPs in the DSE market. Our analysis is conducted
using a dataset of 108 DSE apps, sampled from a broad
range of application domains. The objectives of the proposed
framework are to a) assist DSE app developers with drafting
and evolving more comprehensive and less ambiguous NDPs,



and b) help end-users of DSE apps to make more informed
socioeconomic decisions in the DSE market, either as service
providers or receivers.

The remainder of this paper is organized as follows.
Section [l motivates our work and discusses our research
questions. Section describes our data collection process.
Section |[V| describes our NDP quality assessment framework.
Section [V] presents our results. Section discusses our key
findings and their impact as well as the main limitations of our
study. Finally, Section concludes the paper and discusses
our future work.

II. MOTIVATION AND RESEARCH QUESTIONS

In this section, we review existing evidence on the problem
of digital discrimination, motivate our work, and discuss our
research questions.

A. Digital Discrimination

The problem of digital discrimination in online DSE mar-
kets has been well-documented in recent years. Numerous
large-scale surveys and field studies have provided significant
evidence on various forms of systematic bias across almost all
application domains of DSE, including discrimination based
on ethnic background (racism), gender or sexual orientation
(sexism), and physical appearance (ableism) [9], [10]], [17]-
[20]. For instance, Ge et al. [9] hired research assistants
of different racial backgrounds to request UberX rides. The
authors found that the waiting times for Black riders were
significantly longer. In addition, more cancellations were ob-
served against Black riders than their White counterparts. In
another study, Moody et al. [17] surveyed 1,100 of UberPOOL
and Lyft riders. The results showed that White passengers that
lived in predominantly White communities were more likely
to discriminate against passengers of other races.

Edelman et al. [10] examined racial discrimination over
the lodging platform Airbnb. The authors reported that ap-
plications from guests with distinctively Black names were
16% 1less likely to be accepted relative to identical guests
with distinctively White names. Discrimination in the lodg-
ing business has also been observed against members of
the LGBT community. For example, Ahuja and Lyons [18§]]
analyzed Airbnb hosts’ responses to LGBT accounts. The
results showed that hosts were more likely to not reply at all
rather than replying “no” to male-male pairs inquiring about
room availability. Ableism (discrimination against people with
disabilities) was also reported over Airbnb. For instance, in a
randomized field experiment of 3,847 lodging requests, Ameri
et al. [21] found that hosts were less likely to approve requests
from travelers with blindness, cerebral palsy, dwarfism, or
spinal cord injury than to approve travelers without disabilities.

Patterns of digital discrimination have also been observed
in the freelancing domain. Thebault et al. [19] surveyed
workers on TaskRabbit from the Chicago metropolitan area.
The authors found that requests from customers in the socioe-
conomically disadvantaged South Side area were less likely to
be accepted. Hanndk et al. [11]] analyzed worker profiles on

TaskRabbit and Upwork. The results showed that there was
a significant bias against White women and Black men on
both platforms. In another study, Foong et al. [22] collected
self-determined hourly bill rates from the public profiles of
48,019 workers in the U.S. (48.8% women) on Upwork. The
authors found that the median woman on Upwork requested
only 74% of what the median man requested in hourly bill rate.
Another study by Barzilay and Ben-David [20] showed that
women’s average hourly rates on P2P freelancing platforms
were about two-thirds of men’s rates. Such gaps persisted even
after controlling for experience, educational background, and
hours of work.

B. Motivation and Research Questions

Policies have long been used as legally-binding usage
contracts between software platforms and their end-users [14].
For instance, privacy policies are used by app developers to
communicate their data collection and sharing practices with
their end-users as well as to comply with privacy legislation
around the world. These policies have generated significant
research interests in recent years [23[]. Privacy policy research
is primarily focused on detecting violations of the claims
made in the policy [24], [25]], evaluating the readability and
comprehensibility of policies [24], [25], and mining their
content for software privacy requirements [15[, [[16], [26].
NDPs, on the other hand, have received considerably less
attention in both research and practice. This can be attributed
to the fact that digital discrimination is an inherently com-
plex phenomenon that is often enabled by equally complex
interactions between DSE apps’ features, their end-users, and
operational environments. Therefore, drafting NDPs that are
tailored to address the specific types of bias affecting different
application domains can be a very challenging and time-
consuming process.

To address these limitations, in this paper, we conduct a
first-of-its-kind study to analyze NDPs in the Digital Sharing
Economy. Our work aims to a) study the prevalence of NDPs
in the DSE market, b) propose a framework for systemat-
ically analyzing the content of these policies, and ¢) use
that framework to assess the quality of existing NDPs. Our
work is intended to spread awareness of digital discrimination
and provide app developers, either maintaining DSE apps
or developing new ones, with systematic guidelines to draft
high quality NDPs and evolve such non-code artifacts with
minimum overhead. Moreover, providing complete and struc-
tured NDPs can help DSE app users to make more optimized
socioeconomic decisions when it comes to navigating the
landscape of existing DSE platforms. To guide our analysis,
we formulate the following research questions:

e RQ;: How prevalent are NDPs in the DSE market? Under
this research question, we investigate the prevalence of
anti-discrimination policies among DSE apps. This type
of analysis aims to explore the state-of-practice in the
different application domains of DSE when it comes to
NDPs.



e RQ;: Can the quality of existing NDPs be systematically
evaluated? Under this research question, we seek to
develop a systematic framework for analyzing the content
existing NDPs as well as assess their quality.

e RQ3: How detailed and informative are existing NDPs?
Under this research question, we examine the quality of
information provided in existing NDPs. Our objective is
to determine a set of quality standards that can be used
by new DSE apps, or existing apps with no policies, to
draft and evolve their own NDPs.

III. DATA COLLECTION

In this section, we describe our data collection process,
including selecting apps to be included in our dataset, cat-
egorizing these apps, and collecting their NDPs.

A. Dataset

Recent statistics estimate that there are thousands of active
DSE platforms listed on popular mobile app marketplaces.
However, only a handful of these apps are typically inves-
tigated in digital discrimination research. Such apps include
Uber and Lyft from the domain of ride-sharing, Airbnb from
the lodging domain, and Upwork and TaskRabbit from the
domain of freelancing [9], [[10], [17]-[20]. These apps operate
in large geographical areas and have massive user bases, thus,
discrimination concerns are more likely to manifest over them
rather than smaller ones. Based on these observations, for a
DSE platform to be included in our analysis, it has to meet
the following criteria:

1) A platform must facilitate some sort of a P2P connection
and include the sharing of some sort of a resource, such
as an asset (e.g., an apartment, car, electric drill, etc.) or
a skill (e.g., plumbing, hair styling, coding, etc.).

2) A platform must have an app on Google Play or the Apple
App Store. App stores provide various metrics that can
help us to locate popular apps, such as the number of app
reviews, stars, and their download statistics.

3) A platform must be located and/or have a substantial
presence in the US. The U.S. Civil Rights Act of 1964
prohibits discrimination based on race, sex, religion,
nationality, or sexual orientation. By focusing on the US
market, we ensure that our selected apps operate in a
country where discrimination is prohibited by law.

With these criteria in place, we searched for apps to
be included in our dataset. Our data collection took place
between January and February of 2021. We started by seed-
ing our dataset with Uber, Lyft, Airbnb, Upwork, TaskRab-
bit, and Fiverr. Existing literature has provided a signif-
icant evidence of discriminatory behavior affecting these
apps. We then conducted a Google search using the query:
(sharing OR shared OR gig) AND economy AND
(platforms OR apps OR systems). We examined
the first 10 pages of the search results and added 72 new
platforms that matched our inclusion criteria. We then used
the similar feature on Google Play and the Apple App Store
to locate any apps we missed through the Google search.

TABLE I: Descriptive statistics for the 108 apps in our dataset.

Metric Mean Median Min Max
App Store Rating 4.23 4.60 1.60  4.90
Google Play Rating 3.86 3.90 2.00 490
App Store # of Reviews 201K 24K 2 8.9M
Google Play # of Reviews | 134K 1.3K 7 791M
Google Play # of Installs 6.9M 100K IK  500M

Specifically, we examined the list of similar apps resulting
from searching app stores for each of our 72 apps. Lightweight
snowballing was then used to add any major apps that we
might have missed. Apps were iteratively added until no more
new apps that satisfied our inclusion criteria were located. In
total, 108 unique apps were included in our dataset. Descrip-
tive statistics of our dataset are provided in Table

B. App categorization

The Apple App Store and Google Play classify apps into
generic categories of loosely related functionalities. These
categories are often ambiguous (too generic) or straight-up
misleading [27]], [28]]. For example, both Uber and Airbnb are
categorized under the Travel category in the Apple App Store
and DoorDash is classified under the Food&Drink category.
This type of generic categorization does not provide enough
information about the specific application domains of apps.
To overcome this limitation, we begin our analysis by re-
classifying apps in our dataset into more fine-grained cate-
gories of DSE application domains.

While automated app classification techniques are avail-
able [27]], [28], given the relatively small size of our dataset,
we conducted the classification manually. In particular, three
judges, all with graduate degrees in Software Engineering and
an average of three years of industrial experience, indepen-
dently examined the description of each of our apps available
on the Apple App Store and Google Play as well as each
app’s official web-page. Categories of apps were recorded
as they emerged in the text. We used memoing to keep
track of the reasoning behind each suggested category. Axial
coding was then used to consolidate individual categories into
more abstract categories [29]. For example, the categories
of food delivery and grocery delivery were merged into a
single Delivery category and boat-sharing and bike-sharing
were merged into asset-sharing. Generated categories were
then iteratively revised until no more categories were found.
By the end of our classification process, six main categories
of DSE apps, shown in Fig. [T} have emerged. These categories
can be described as follows:

« Skill-based: These apps facilitate the sharing of personal
skills (hiring labor). Specific examples include the baby
sitting apps Sittercity and Urbansitter, the tutoring apps
Verbling, Codementor, and Classgap, and the freelancing
apps Fiverr and Upwork.



Lodging

Asset-sharing

Skill-based

Delivery

Others Ride-sharing

Fig. 1: The application domains of DSE apps in our dataset.

e Delivery: Under this category, we include apps which
enable users to utilize their vehicles to deliver goods to
other users. Examples of apps in this category include
UberEats, Grubhub, and Shipt for grocery and food
delivery, and DriveMatch, uShip, and Dolly for hiring
delivery drivers.

¢ Ride-sharing: This category includes apps which al-
low their users to share rides, such as carpooling and
driver/rider connections. Examples of apps in this cate-
gory include traditional ride-sharing services, such Uber,
Lyft, and Via, as well as more specialized platforms, such
as HopSkipDriver for children transportation, Veyo for
medical transportation, and Wingz for hiring a driver.

o Asset-sharing: Under this category, we include any app
which enables users to share their assets. Specifically,
the resource being shared is a physical resource (e.g., a
vehicle or an electric drill), not a person’s time or skills
(e.g., a driver or electrician). Examples of apps under this
category include the car sharing apps Turo and HyreCar,
the boat sharing apps Get-MyBoat and Boatsetter, the
bike sharing app Spinlister, and the RV sharing apps
RVezy and Outdoorsy.

o Lodging: This category contains renting and short-term
accommodation services such as Airbnb, Vrbo, and Mis-
terbnb as well as space-sharing for storage (Neighbor),
events (Splacer), and even parking (ParqEx).

o Other: Although our objective was to classify all apps
into the main general categories, two apps in our dataset
were too niche-oriented to warrant a creation of a separate
category. These apps are Prosper for lending and borrow-
ing money and Kickstarter, a platform for crowdfunding
various projects.

C. Policy collection

To answer our first research question, we collect the NDPs
of the apps in our dataset. Unlike privacy policies, mobile app
marketplaces do not enforce NDPs, therefore, locating such
policies can be a challenging task. For instance, most privacy
policies are often titled Privacy Policy, however, NDPs are
titled differently, including titles such as, non-discrimination,
anti-discrimination, or inclusion statement. To locate such
policies, we explore the website of each app as well as

the app itself. Any web pages or app screens that address
discrimination are collected as a potential NDP.

To identify these pages, we utilized Google’s search op-
erators to search apps’ websites directly using the query
site: <app website> AND (discrimination OR
<discrimination types (Table [II)>). Table
lists the main acts of discrimination as described by the
U.S. Equal Employment Opportunity Commission. These acts
commonly appear in diversity and social justice literature [30].
For any app that we could not locate a policy, we performed
a manual search of its website. Our search exposed three
categories of apps when it comes to NDPs. These categories
include:

« Separate policy: This category includes apps which
maintain a separate NDP that is provided on its own
separate page. In total, 16 apps had a separate NDP.

« Combined policy: Nine apps in our dataset combined
their NDP with other usage policies, such as sexual
harassment policies, community guidelines, code of con-
duct, or even the Terms of Service (ToS) of the app.

« No policy: For the majority of apps (79) in our dataset,
we were either unable to locate a policy, or only located
a generic one-line anti-discrimination statement that was
provided in the ToS of the app. Some apps provide some
sort of a statement on diversity or commitment to diver-
sity. These statements typically take the form of a blog
post rather being a policy with rules and implications. For
example, Gopuff, a delivery app, published a commitment
to creating more equal and just future in response to the
death of George Floyd.

The distribution of these three categories of NDPs over our
categories of DSE application domains is shown in Fig. [2| In
general, to answer RQ;, we can safely say that the majority
of apps in our dataset do not provide NDPs. We found that
some apps merge their NDPs with other policies, while only
a few of the apps publish a separate NDP[H

IV. QUALITY ASSESSMENT OF NDPS

In this section, we propose a framework for assessing
the quality of NDPs in the DSE market. The process of
policy assessment is typically conducted manually, following a
systematic process that checks the content of the policy against
a set of predefined quality measures [31]]-[35]]. These measures
range from simple quantitative metrics, such as the length
of the policy [36], to more complex measures, such as its
readability and compliance with regulations [37]. To generate
such a protocol, we rely on two sources of information:

« Nondiscrimination regulations: The U.S. Equal Em-
ployment Opportunity Commission (EEOC) suggests an
outline of topics that US-based employers should include
in their N DPSEI While these guidelines focus on discrimi-
nation against employees (rather than end-users), they can

Uhttps://seel.cse.lsu.edu/data/ICSME21.xIsx
Zhttps://www.eeoc.gov/employers/small-business/general-non-
discrimination-policy-tips
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TABLE II: Most common types of discrimination.

Type Discrimination against:
Racism Ethnicity, color, or nationality.
Sexism Gender or sexual orientation.
Ableism Physical, sensory, or intellectual disability.
Parental Parents with children or pregnant women.
Ageism Older or younger people.
Religious | Perceived religion or a set of beliefs.
Classism | Particular social class.
45
42 EEm Separate policy
40 I No policy

Combined Policy

# of platforms

0
Ridesharing Lodging Skill-based Delivery Asset-sharing Other

Fig. 2: Categorization of apps by their NDP status.

be used to establish the structure of NDPs. For example,
the EEOC guidelines state that NDPs should include
specific types of discrimination, a reporting mechanism,
and consequences of violating the policy.

« Privacy policy assessment protocols: Existing protocols
for evaluating privacy policies can serve as a baseline, or
a reference, to develop an evaluation protocol for NDPs.
Such protocols include a set of measures that can be
directly inferred from the policy. Typically, evaluators are
provided with a set of questions to help them evaluate
the content of the policy based on the predefined mea-
sures [31]], [37], [38].

Based on these two sources of information, we design a
protocol for evaluating NDPs in the DSE market. The specific
measures of our protocol, along with their descriptions and
their associated evaluation questions are provided in Table [[TI]
In general, our measures can be divided into a set of automat-
ically calculated measures, including the policy’s length and
readability, and manually determined measures, including the
types of discrimination mentioned in the NDP, the number of
examples provided, references to legislation, and whether the
policy mentions enforcement and ramification mechanisms.

Once our review protocol was defined, we printed out the
NDPs collected for our apps. Each of our three judges went
through each NDP independently, answering the questions
related to the criteria from (4-8) in Table Results were

then compiled and summarized in Table [[V] Overall, given
the specific nature of our questions, only a few coding er-
rors (inaccuracies in answering some of the questions) were
detected and corrected.

V. RESULTS AND ANALYSIS

In this section, we discuss the results of applying our
evaluation protocol in Table [[TI] to the NDPs in our dataset.

A. Policy Name

Our results show that NDPs are named differently by
different apps. Titles, such as Anti-Discrimination Policy and
Non-Discrimination Policy are common. However, we found
more variations of these titles, such as Zero Tolerance Policy,
Deactivation Policy, Inclusion Policy, and more. In general,
these variations can impact the accessibility of NDPs nega-
tively [36]. This became clear during our data collection as
we had to resort to a sophisticated Google query to retrieve
the NDPs of our apps (Sec. [l-C).

B. Length and Readability

The Flesch Reading Ease (FRE) [41] is a popular metric
used to assess the readability of text. The value of FRE ranges
from 0 to 100, where a higher score indicates that the text
is easier to read. The metric is calculated by the following
formula:

# of syllables # of words

206.835—84.6
x # of words

1.015 x ————
# of sentences

The core idea behind FRE is that longer words and longer
sentences are more difficult to comprehend. Therefore, FRE
penalizes texts with a high number of syllables per word and a
high number of words per sentence. Fig. [3] shows an example
of how FRE can be calculated for a single sentence.

Dis/crim/i/na/tion of a/ny kind is not
tol/er/at/ed in the Tu/ro com/mu/ni/ty.

23
FRE = 206.835 — 84.6 x — — 1.015 XT =18.78

Fig. 3: An example of FRE calculation for a text with a single
sentence. The sentence contains 23 syllables and 11 words.

FRE is commonly used in policy assessment research [36],
[39], [40]]. It is important to note that this metric is only
suitable for longer texts. Therefore, we calculated FRE only
for NDPs with 100 words or more. To compute FRE, we
used Python’s Readability libraryﬂ which implements a set of
traditional readability measures based on simple surface char-
acteristics of text. The distribution of length and readability
scores over our NDPs are presented in Fig. @ Our results
show that the average FRE for the policies in our dataset is

3https://pypi.org/project/readability/
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TABLE III: Assessment measures of NDP quality.

No Measure

Description

Questions for evaluators

1 Name (N)

The name of the policy is the title of the document the policy is
listed under. Separate policies with well-defined titles are more
easily accessible, thus can be considered higher in quality [36].

Determined during policy collection.

2 Length (L)

The length of the policy (number of words) can be used as
a basic measure of its quality. Intuitively, longer policies are
assumed to be more detailed [36]]

Measured automatically as the number
of words.

3 Readability (FRE.)

Readability is another measure that is commonly used to assess
the quality of policies [36], [39], [40]. The more readable the
policy, the more accessible it is for the casual user.

Calculated automatically using the
Flesch Reading Ease (FRE) met-
ric. [41]

4 Types (T)

Discrimination in DSE apps can take many forms (Table .
Therefore, a policy that explicitly mentions more of these types
is considered higher in quality, or more comprehensive. The
US EEOC states that discrimination based on race, color, re-
ligion, sex (including pregnancy, sexual orientation, or gender
identity), national origin, disability, age or genetic information
(including family medical history) is illegal.

How many specific types of discrimi-
nation does the policy mention?

5 Examples (Ex.)

A policy which provides examples of specific types of dis-
criminatory behavior that might affect the app is considered
to be higher in quality. Examples are used to demonstrate
what actions might be classified as discriminatory. In policy
analysis, examples are considered an important instrument to
communicate policy practices with the casual user [33].

Does the policy provide any examples
of discriminatory behavior? How many
examples are provided?

6 Legislation (Lg.)

This criterion assesses whether a policy contains references
to existing anti-discrimination regulations in the judicial area
in which the app operates. For example, Internet privacy
policies are often assessed based on their compliance with
existing privacy regulations [31]], such as the Federal Trade
Commission’s Fair Information Practices guidelines [33].

Does the policy refer to any existing
legislation?

7 Enforcement (En.) | A policy which lists the measures (functional or non- | Does the policy list any features or
functional) taken by the app to mitigate discrimination is | protocols that the app implements to
considered higher in quality [33]. In fact, the US EEOC states | mitigate discrimination? Is there a re-
that a NDP should explain how employees can report discrim- | porting mechanism in place?
ination. These types of mechanisms also include methods for
reporting incidents of policy violation.

8 Ramifications A policy which mentions the ramifications for discriminatory | Does the policy mention the types of

(Rmf.) behavior is considered more comprehensive. The US EEOC | actions (penalties) to be imposed on

states that a NDP should describe the consequences of violat-
ing the policy.

policy violators?

23.74. This level indicates that the text is difficult to read,
best understood by college graduates. The apps Misterb&b,
Spareroom, and Sittercity have the highest readability scores,
while Roadie and Thumbtack have the lowest scores. In
terms of length, Airbnb, GoShare, and Turo have the longest,
thus more detailed policies. Uber’s and Lyft’s NDPs were
surprisingly short (134 and 97 words respectively).

C. Types

Our annotation shows that most policies list a large number
of discrimination types in their NDPs. TaskRabbit, in particu-
lar, refers to 17 different types, including racism, color, ances-
try, national origin, religion, creed, age, sex, gender, physical
or mental disability, medical condition, genetic information,
marital or civil partner status, military or veteran status. The
policy even provides more sub-types of discrimination, such

20001
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Fig. 4: Length and readability of the NDPs in our dataset.
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Fig. 5: A frequency-based word cloud of the different types of
discrimination mentioned in the NDPs of apps in our dataset.

as, “gender (including pregnancy, childbirth, breastfeeding
or related medical conditions).” On average, NDPs in our
dataset mention 10 types of discrimination per policy. Racism,
national origin, disability, religion, age, gender identity, and
marital status are the most frequent (Fig. [5).

D. Examples

Our manual annotation shows that examples are not com-
mon in NDPs. Airbnb, Turo, and Neighbor provide the most
comprehensive set of examples, described in the form of “user
may not” scenarios that could take place while using the app.
For instance, Airbnb policy states that, “Airbnb hosts may not
decline a booking from a guest based on gender identity unless
the host shares living spaces (for example, bathroom, kitchen,
or common areas) with the guest”. Neighbor’s NDP provides
some of the best examples in terms of quantity and quality. The
app provides 15 examples of what is considered discriminatory
behavior, such as, “Posts that assume someone is suspicious
because of their race or ethnicity”. Turo is another app which
provides thorough examples of discriminatory behavior, such
as, “Turo hosts may not make assumptions about the guest’s
ability to operate their vehicle.”

E. Legal

Only three apps in our dataset provide references to specific
counter-discrimination legislation. GoShare’s NDP for exam-
ple, states that, “A variety of federal, state, and local laws
strictly prohibit such forms of discrimination, including Title
VII of the Civil Rights Act of 1964, the Age Discrimination
Act of 1967, and the Americans with Disabilities Act of
1990.” Some other apps provide a generic legal statement.
For example, TaskRabbit’s NDP states that, “or any other
basis protected by applicable laws in jurisdictions in which
TaskRabbit operates (collectively referred to as a protected
class).” Similarly, Upwork’s NDP states that, “we expect
all clients and freelancers to comply at all times with the
laws concerning discrimination and harassment.” Turo’s NDP
refers to cases outside the United States and Canada, stating
that, “hosts aren’t required to comply with the above policies if
they violate local laws.” However, no references to any specific
laws are made.

F. Enforcement and Ramifications

A total of 15 apps in our dataset describe a set of measures
taken to enforce their NDPs, including the ramifications for
violating the policy. In general, our analysis revealed two
categories of enforcement mechanisms:

« Monitoring: Some apps indicate in their policies that
they monitor the actions of their users to detect dis-
criminatory behavior. For example Airbnb and Neighbor
state in their NDPs that they may suspend hosts who
have demonstrated a pattern of rejecting guests from
a protected class. Furthermore, listings over these apps
are constantly checked for language contrary to their
nondiscrimination policies. It is not clear, however, what
constitutes a pattern of discrimination or what language
is considered discriminatory.

« Reporting: Some apps use reporting mechanisms to
enable their users to report any incidents of perceived
discrimination or unlawful bias. For instance, Turo has
a "Support Form” for users to report issues of discrimi-
nation and GoShare provides a full procedure on how to
report alleged cases of discrimination and harassment.

In terms of ramifications, most apps which provide an en-
forcement mechanism also provide a statement indicating
that proven cases of frequent discrimination would result in
removal from the app or suspending the user temporarily or
indefinitely.

G. Comparing domains

In terms of application domain, lodging apps in our dataset
(except for Vrbo) have the highest quality NDPs (length = 700
words, readability = 40.5, types = 7, examples = 9). The asset-
sharing app Turo has slightly higher numbers, however, it is
the only app in its domain that has a NDP. Apps in the ride-
sharing domain seem to have low quality NDPs in comparison
to other domains (length = 107 words, readability = 9.4, types
= 10, examples = 0). These results are surprising given that
existing literature provided significant evidence of systematic
bias affecting these apps [9], [[17]. The same applies to delivery
apps, however, these apps did not receive as much attention as
ride-sharing apps in the digital discrimination literature [42].
While skill-based apps (length = 248 words, readability =
13.6, types = 10, examples = 2) are slightly better than ride-
sharing apps, they still lag behind lodging apps. This is also
surprising given that apps in this domain are known to have
serious discrimination issues, such as bias against women and
black workers, including lower hourly rates, lower ratings, and
racially and sexually charged reviews [L1]], [19], [20], [22]].

VI. DISCUSSION AND IMPACT

Given the general shift in society towards more equality
and prosperity, we anticipate that NDPs are going to become
mandated by law in the near future. However, in the absence
of a standardized format and the lack of regulations, drafting
such policies remains a challenging and time-consuming task.
To help overcome these challenges, the framework presented
in this paper provides developers with a systematic protocol for



TABLE IV: NDP content assessment results. The Flesch Reading Ease (FRE) metric is calculated for NDPs with L. > 100.
The three largest values in each numerical column are highlighted.

Domain App NDP title NDP type | L FRE | T | Ex Lg | En | Rmf
Uber Non-Discrimination Policy Separate 134 18.78 | 9 1 X X v
Lyft Anti-Discrimination Policies Separate 97 - 1010 X v v
. . Via Anti-Discrimination Policy Separate 102 30.77 | 8 0 X v v
Ride-sharing
HopSkipDrive | Zero Tolerance Policy Combined | 37 - 11| 0 X X X
Veyo Non-Discrimination Statement | Separate 189 8.30 1110 v v X
Wingz Non-Discrimination Policy Separate 88 - 9 1 X X v
Asset-sharing | Turo Nondiscrimination policy Separate 770 2378 | 13 | 15 X v v
Doordash Deactivation Policy Combined | 64 - 14 X X X
Grubhub Policy Against Sexual and | Combined | 60 - 16 | 0 X X X
Other Forms of Harassment
Delivery uShip Code of Conduct Combined | 153 3517 | 9 X X X
GoShare Anti-Sexual Harassment and | Combined | 1424 13.00 | 11 | O o/ v
Anti-Discrimination Policy
Postmates Anti-Discrimination Policy Separate 72 - 11 |1 X X v
Roadie Discrimination And Sexual Ha- | Combined | 480 1210 | 13 | O X v v
rassment Policy
Instacart Community Guidelines for | Combined | 35 - 11 ] 0 X X X
Customers
Airbnb Nondiscrimination Policy Separate 2012 3470 | 8 22 X v v
Misterb&b Anti-Discrimination Policy Separate 420 5240 | 5 X v v
Lodging Vrbo - Separate 91 - 0 0 X X v
Neighbor Nondiscrimination Policy Combined | 572 30.90 | 8 15 X X v
Spareroom Fair Housing Separate 399 4433 | 14 | 5 4 X X
Taskrabbit Anti-Discrimination and Ha- | Separate 403 0 17 | 4 X v v
rassment Policy
Upwork Commitment to Nondiscrimi- | Separate 308 2190 | 10 | 7 X X X
Skill-based nation, Inclusion, and Respect
Thumbtack Non-Discrimination Policy Separate 152 18.60 | 11 | 3 X v v
Jobstack Equal Employment Opportu- | Separate 412 0 21 | 0 X v v
nity Policy
Sittercity Community Inclusion Policy Separate 132 4093 | 0 0 X X X
Withlocals Code of Conduct for Withlo- | Combined | 83 - 0 X X X
cals Guests
Average 347.56 | 23.74 | 10 | 3.16

evaluating their policies based on their intrinsic characteristics
and by comparing them to existing high-quality NDPs. This
framework can also help developers to keep their NDPs in-
check during software evolution. This can be particularly
important for start-ups, where it can be financially infeasible to
hire a third-party firm to take care of the policy as the system
evolves and as we learn more about the problem.

Our work in this paper bridges an important gap in the
software maintenance and evolution research by focusing on
non-code artifacts. Maintaining software policies is a prime

example of adaptive maintenance tasks, where an artifact has
to constantly change in order to adapt to external factors, such
as changing regulations. In fact, such policies can be used to
monitor the evolution of the system by monitoring changes to
the NDP. Existing research suggests that important information
about the system can be inferred from the modifications made
to its privacy policy [37]. Furthermore, providing informative,
comprehensive, and accessible NDPs can help users to make
more informed decisions in the DSE market. In particular,
users often find themselves having to choose from among



hundreds of DSE platforms. The ability to make the right
decisions in such a volatile market is critical for users to
maximize their social and economic gains [4], [43].

In terms of results, our analysis shows that quality of NDPs
varies among apps and application domains. Lodging apps
seem to have the highest quality NDPs, while ride-sharing
and skill-based apps do not provide informative NDPs. In
terms of individual apps, the vehicle-sharing app Turo and the
lodging app Airbnb provide the most comprehensive policies.
Another observation is that apps do not mention in their NDPs
the design strategies they use to mitigate discrimination. For
instance, to control for bias in reviews, Airbnb rolled out a
design change to ensure that hosts and guests can see the
reviews only after both parties have submitted their reviews.
According to Airbnb, “Both hosts and guests may worry that if
they leave an honest review that includes praise and criticism,
they might receive an unfairly critical review in response. To
address this concern, reviews will be revealed to hosts and
guests simultaneously” [44]. However, such a feature update
is only mentioned in the blog maintained by Airbnb and is not
highlighted in the NDP.

Our recommendation for developers drafting their own
NDPs is to refer to apps’ with high quality policies (e.g.,
Airbnb and Turo) as good industry standards and to keep
up with existing non-discrimination regulations. Furthermore,
developers should always refer to emerging research on digital
discrimination. Such research constantly exposes problems of
bias in DSE as well as suggests and evaluates mitigation
strategies for these problems [45]]—-[47].

In terms of limitations, the main threat to the external
validity of our study stems from the fact that only 108 popular
DSE apps were considered in our analysis. However, as men-
tioned earlier, discrimination issues are more likely to manifest
over these apps rather than smaller apps which typically
target homogeneous populations of users. Furthermore, our
search process utilized multiple search strategies and inclusion
criteria to locate a representative sample. Generally speaking,
the size of the dataset is aligned with datasets typically used
in policy analysis research [36]—[38]]. Another threat might
stem from the fact that our evaluation of NDPs was conducted
manually. Nonetheless, manual inspection of policies is a
common practice in such kind of studies. This threat can be
mitigated by using a systematic review process and a well-
defined review protocol with multiple judges. Furthermore, the
majority of evaluation measures were quantitative in nature,
therefore, subjectivity threats were minimized. Other concerns
might be raised about the measures or the questions used in the
evaluation protocol [31], [37], [38]. However, the majority of
these measures were adapted from well-established protocols
for evaluating privacy policies as well as existing regulations.
These measures capture to a large extent the different aspects
of NDPs in the DSE market. Finally, to summarize our findings
in this paper, we revisit our research questions:

e RQ;: How prevalent are NDPs in the DSE market? Our

analysis of 108 DSE apps shows that NDPs are not
common. Most apps either do not provide a NDP at all

or provide a very brief and generic statement. Only a
few apps maintain a separate NDP. Such policies appear
under various names. This might negatively impact their
discoverability and accessibility [36].

e RQ,: Can the quality of existing NDPs be systemati-
cally evaluated? Existing anti-discrimination regulations
as well as protocols for evaluating the content of software
privacy policies can be adapted to NDPs. Specifically,
NDPs can be evaluated based on a set of measures that
can be extracted directly from the policy. These measures
include quantitative metrics, such as the policy’s length
and its readability as well as the number of examples
and types of discrimination acknowledged in the policy,
along with more qualitative measures, such as whether
the policy describes any measures taken to mitigate dis-
crimination and how cases of violation are reported and
handled. While these measures capture all the aspects of
NDPs, other, more complex, measures which go beyond
the surface characteristics of policy text can be used.

e RQ;: How detailed and informative are existing NDPs?
Our analysis shows that the majority of NDPs in the DSE
market are of low quality. Either they are very brief or do
not provide sufficient information on what is considered
discriminatory behavior or how that behavior is controlled
for through the functional features of the app.

VII. CONCLUSIONS

In this paper, we presented a framework for evaluating
NDPs of DSE apps. Our framework is based on an assessment
protocol which uses a set of predefined measures to evaluate
the quality of NDPs. Our results showed that most DSE
platforms do not provide any form of NDPs. The results also
showed that most of the NDPs are either brief, combined with
other existing policies, or do not include essential information
that is necessary to outline the app’s stance on discrimination.
On average, apps in the lodging domain provide the most
comprehensive policies, while apps in other domains still
lag behind. Our work in this paper aims to help software
developers working with DSE apps to draft and maintain
effective NDPs for their apps as well as help users to realize
their rights to be treated fairly in one of the fastest growing
software ecosystems in the world. Finally, our work in this
paper will be extended across two main directions:

o Automation: We will use text mining and modeling
techniques to automatically learn the structure of NDPs,
the main topics they discuss, and eventually generate an
overall quality score for the policy. A fully automated
prototype will be made publicly available to help app
developers around the world draft high quality NDPs.

« User studies: Automated quality metrics, such as read-
ability, can provide an indication of NDPs’ accessibility
to the casual user. However, to enable a more objective
assessment, user studies must be conducted. Such stud-
ies will involve recruiting large samples of DSE users
(providers and receivers) and using systematic question-
naires to assess their understanding of NDPs.
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